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ABSTRACT
State of the art performance analysis tools, such as Score-P, record performance profiles on a per-thread basis. However, for exascale systems the number of threads is expected to be in the order of a billion threads, and this would result in extremely large performance profiles. In most cases the user almost never inspects the individual per-thread data. In this paper, we propose to aggregate per-thread performance data in each process to reduce its amount to a reasonable size. Our goal is to aggregate the threads such that the thread-level performance issues are still visible and analyzable. Therefore, we implemented four aggregation strategies in Score-P: (i) SUM – aggregates all threads of a process into a process profile; (ii) SET – calculates statistical key data as well as the sum; (iii) KEY – identifies three threads (i.e., key threads) of particular interest for performance analysis and aggregates the rest of the threads; (iv) CALLTREE – clusters threads that have the same call-tree structure. For each one of these strategies we evaluate the compression ratio and how they maintain thread-level performance behavior information. The aggregation does not incur any additional performance overhead at application run-time.
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1. INTRODUCTION
Score-P [10] is a performance measurement tool that targets massively parallel codes. The Score-P measurement system is used by Scalasca [5], Vampir [8], Periscope [1] and TAU [18] to record performance data. It instruments applications and records performance data either as a stream of events in a trace file or as a call tree profile which is stored as a CUBE4 report [4]. The Score-P measurement system records data for each thread separately to avoid additional synchronization for accesses to common data structures during the profile generation. In general, the required memory per thread for the profile data is small compared to the memory available for each thread. However, the total size of the profile data grows linearly with the number of threads in an application.

The estimated number of threads in future exascale systems is in the order of a billion threads. This means that if a performance analysis tool records just one datum with a length of 8 bytes, e.g., one timestamp, for each thread, then the total amount of data would be 8 GB. The growing size of the profile data is one of the challenges for performance analysis tools which should be able to scale to an exascale system. However, not only the total number of threads is expected to grow, but also the number of threads per process is expected to be in the order of 100 to 1000 threads per process. Thus, we propose to aggregate the per-thread data within each process, thereby, significantly reducing the amount of data. Aggregating all the per-thread data might reduce the user’s ability to investigate thread-level performance behavior. However, the user rarely inspects all of the individual threads, and if a deeper insight into the performance behavior of the thread-level parallelism is required, he would most likely inspect only a few candidates. Thus, we want to keep enough data to be able to catch significant performance issues in an application.

In this paper, we present four different aggregation strategies. Each strategy aggregates the threads in a different way, but still keeps track of the total number of aggregated threads.

• SUM: Provides only aggregated per-process data. In most cases, it means summing up thread-specific values.

• SET: In addition to the sum, it calculates some key statistical values. In particular, it calculates the max-
inum value among all thread, the minimum, and the sum of squares, which allows to calculate the standard deviation.

- **KEY**: Keeps the data for the initial thread, the fastest thread, and the slowest thread. All other threads are aggregated. This strategy keeps the data for the slowest thread, because it assumes that in order to improve the overall performance the user has to improve the performance of the slowest thread. The strategy also keeps the fastest thread since it would most probably have a different behavior than the slowest one. This would allow comparing the slowest thread to a candidate with a different behavior. Since the master thread often plays a special role in some applications, the KEY strategy keeps it too. Furthermore, we can calculate a mean over the aggregated threads that can also be used for comparison. The KEY strategy assumes that most often single members of the aggregated threads are not investigated in detail.

- **CALLTREE**: Aggregates threads that have the same call tree structure. It is based on the assumption that different behavior is often reflected by a difference in the call tree. It implicitly provides information about the number of different call trees that are within the application and allows to analyze the differences between threads that have different call trees.

The rest of the paper is organized as follows. We start with a survey of related work in Section 2. Afterwards, Section 3 presents an overview about the CUBE data format and a common workflow of a CUBE profile inspection. This provides the foundation for Section 4, which describes the aggregation strategies and their implementation in more detail. In Section 5 we evaluate the compression ratio of these strategies, and in Section 6 we apply the aggregation strategies to codes which show performance issues with the thread-level parallelism. Section 7 concludes the paper and outlines some ideas for future work.

2. RELATED WORK

The growing size of performance data was already addressed in a number of other studies. The CUBE4 profile format [4], which we use in our work, uses the standard zlib compression mechanism to reduce the file size. Furthermore, if a metric contains many zero values, CUBE can reduce the space consumption by using a different internal data representation compared to when metrics have mostly non-zero values. These compression techniques are used in addition to our aggregation strategies.

A similar approach to thread aggregation, especially to the CALLTREE method, is the clustering mechanism for time series profiles [19]. Time series profiles generate separate sub-profiles for each visit to a source code region. Typically, each iteration of the main loop creates its own sub-profile represented by a sub-tree in the call tree. If there are many iterations in the code, time series profiles can become very large. Thus, similar iterations are clustered to reduce the profile size. In contrast to our approach, however, the call-path dimension is clustered.

PerExplorer [6] is a tool for data mining on parallel profiles. It can apply hierarchical and k-means clustering on profiles. The main purpose of the clustering is data analysis.

Since trace data is usually much larger than profile data, compression of trace data became already an issue on smaller scales. Standard compression methods, such as leading-zero compression and zlib compression, can be applied to traces too, as described in [20]. In addition to the general compression techniques, trace-specific methods exist as well. Knüpfer et al. developed a trace compression algorithm [9] that searches for matching event sequences along the time axis and compresses them. ScalaTrace [16] uses intra- and inter-node compression to reduce the size of MPI event traces. The authors also exploit repetitions of event sequences along the time axis to reduce the overall trace size.

Another approach that reduces the size of the trace data is stratified sampling [3]. It adjusts the sampling frequency to the measured application, and exploits equivalence classes of processes to reduce the number of processes to be sampled.

Filtering of frequently called functions can significantly reduce the size of a trace. However, it also removes the information about filtered events from the measurement data. Profile sizes are not significantly reduced by filtering, but it is used for measurement overhead reduction. Filtering requires the user to define appropriate filter files before profiling the application. Lorenz et al. [15] presented criteria for automatic filters based on static analysis of the executable. TAU [18] contains an option, called throttling, to stop recording events after a defined amount of occurrences. More details about filtering and throttling are given in [21].

When debugging large-scale applications, inspecting all MPI tasks may become a burden comparable to inspecting all the threads. Laguna et al. [11] use hierarchical clustering to determine outliers that exhibit uncommon behavior and are of special interest for inspection.

3. ANALYSIS WORKFLOW WITH CUBE

This paper presents a number of aggregation strategies that reduce the detail-level of performance data. However, we want to aggregate the data in such way that it still maintains the necessary information to identify, classify and solve performance bottlenecks. First, we want to describe the CUBE data model and the most common workflow for the evaluation of a CUBE profile (Figure 1). The goal of this workflow is to find criteria for relevant information.

Even at a smaller scale than exascale, performance analysis measurements usually produce a large amount of data. In order to understand and evaluate the data, the user starts with an overview and digs down into the source of the problem. Thus, to actually find performance bottlenecks, without requiring the user to manually sift through multiple GB of data, the performance analysis tool must first present a high-level indication of a certain problem and then guide the user to the place where he should dig deeper to find the cause of the bottleneck.

The CUBE data model has the three dimensions: metric, call path and system. The elements in each dimensions can be arranged in a tree structure. Let $M$ be the number of metrics and $C$ the number of call paths. In the system dimension, CUBE stores data only for an execution location, e.g., a CPU thread. The execution locations are always leaves in the system tree; thus, the set of all execution locations $S$ defines the possible data indices of the system dimension. The data $D(s)$ of each execution location $s \in S$ is a two-
dimensional matrix where the rows represent the calltree dimension and the columns represent the metric dimension:

\[
D(s) = \begin{pmatrix}
    d_{1,1} & \ldots & d_{1,M} \\
    \vdots & \ddots & \vdots \\
    d_{C,1} & \ldots & d_{C,M}
\end{pmatrix}
\]

Any aggregation operation \( \oplus \in \{+, *, max, min\} \) that is performed on the data of two threads \( s_1, s_2 \in S \) is applied element-wise. Thus, for the data of the two threads

\[
D(s_1) = \begin{pmatrix}
    a_{1,1} & \ldots & a_{1,M} \\
    \vdots & \ddots & \vdots \\
    a_{C,1} & \ldots & a_{C,M}
\end{pmatrix}
\]  
and

\[
D(s_2) = \begin{pmatrix}
    b_{1,1} & \ldots & b_{1,M} \\
    \vdots & \ddots & \vdots \\
    b_{C,1} & \ldots & b_{C,M}
\end{pmatrix}
\]

the aggregation result of the data of the two threads is:

\[
D(s_1) \oplus D(s_2) = \begin{pmatrix}
    a_{1,1} \oplus b_{1,1} & \ldots & a_{1,M} \oplus b_{1,M} \\
    \vdots & \ddots & \vdots \\
    a_{C,1} \oplus b_{C,1} & \ldots & a_{C,M} \oplus b_{C,M}
\end{pmatrix}
\]

Processes are represented by parent nodes of the execution locations. With \( P \) we define a division of \( S \) where each \( p \in P \) contains the subset of execution locations that belong to the same process. Thus, \( p \) represents a process.

The CUBE graphical user interface presents each dimension in a separate panel, with all the three panels located next to each other (Figure 2). In the default configuration, the left panel shows the metric tree, the middle panel the call tree, and the right panel the system tree. However, the order of the panels can be changed. The left panel shows values that are aggregated over the other two dimensions. The middle panel shows the value that is selected in the left panel, aggregated over the dimension of the right panel, and the right panel shows the values that are selected in the middle and left panel. In the default configuration, the left panel shows the metric values aggregated over all call paths and the whole system tree. The middle panel shows the values of the selected metric for the call tree dimension aggregated over the system dimension. The right panel shows the value of the selected metric and the selected call path on each system tree node.

The tree structure allows the user to interactively explore each dimension by expanding or collapsing tree nodes. If a node is collapsed, it does not show its child nodes and the value next to it is inclusive. Inclusive value means that it includes the values of all the child nodes, e.g., the execution time of this region including all regions called by this region. On the other hand, if a node is expanded, the child nodes are shown in the panel right below it and the value next to it is exclusive. Exclusive value means it does not include the child nodes values. By default, the viewer starts with collapsed trees, i.e., all dimensions show only collapsed root nodes.

In the first step of exploring a CUBE report, the user needs to know which performance problems exist in his application, if at all. Problem indicator metrics, such as time spent in MPI wait states or OpenMP synchronization constructs, provide an immediate indication of the significance of the relevant performance bottleneck. At this point, the overview values are aggregated over all call paths and all execution locations. If a performance bottleneck exists, it raises the question of "Where?". The user first selects the indicator metric he wants to investigate, and then expands the call tree and the system tree until the indicator metric value is visible as exclusive value. Expanding the call tree dimension allows the user to identify the source code region and the calling context information. Furthermore, expanding the system tree dimension allows the user to identify the relevant execution locations.

In some cases, pointing to the place where the performance bottleneck occurred may already be sufficient to solve it. Otherwise, further investigation is needed. This typically involves various techniques, such as comparing the suspected execution location to other locations and correlating other metrics (e.g., hardware counters) with the execution time and the indicator metric. For example, let us assume that OpenMP synchronization time points us to a barrier where all threads, except the master, wait a significant amount of time. It tells us that we have an imbalance and the master thread needs much longer time than all worker threads. We may now want to investigate why it takes so long and look at the code that is executed before that barrier. One possibility might be that there is a function that takes more time on the master thread than on the other threads. At this point, we might want to continue correlating other metrics to find the reason for this difference.

4. AGGREGATION STRATEGIES

The Score-P measurement system records a separate profile for each thread. In general, the profile of each thread consumes only a small fraction of its memory, and it means that during the measurement we can still record per-thread data. However, the collective data amount over all the threads can become too large. It is the system dimension that poses the challenge, and to tackle it we want to aggregate the performance data of multiple threads. Aggregating the data of the threads within a process affects only the information that is related to the thread-level parallelism. It maintains all performance-relevant data on the process level and higher. Because estimations for exascale systems predict some 100 to 1000 threads per process, this already provides significant data reduction potential. Furthermore, each process can perform the aggregation without any additional inter-process communication, since all data is available in a shared scope. The aggregation happens in the measurement finalization step, avoiding additional overhead at measurement time.

We developed four aggregation strategies, each representing a different approach, to find a compromise between compression and information reduction.
4.1 SUM

In the first strategy, called SUM, the threads of a process $p$ are replaced by an artificial execution location $s_a$, which contains the aggregated values of all threads. The aggregation is an element-wise sum of the data of all threads:

$$D(s_a) = \sum_{s \in C} D(s)$$

This aggregation strategy has the best compression ratio. The size of the system dimension shrinks to the number of processes.

4.2 SET

The goal of the second strategy, called SET, is to provide the user with information about the variation of data through statistical key values such as minimum, maximum and standard deviation. Thus, in addition to the sum over all threads, it also calculates the maximum value, the minimum value, and the sum of the squares over all threads. Moreover, each tuple contains the number of samples which equals to the number of aggregated threads in $p$ that have at least one visit to the corresponding call path. In combination with the number of samples, the sum of squares allows to calculate the standard deviation. In principle, it would be possible to extend this set with further statistical data, such as median and quartiles. Thus, the aggregated process data can be represented as $p' = \{s_{sum}, s_{min}, s_{max}, s_n, s_{sum2}\}$, where $s_{sum}$ stores the sum, $s_{min}$ the minimum, $s_{max}$ the maximum, $s_n$ the number of samples, and $s_{sum2}$ the sum of squares.

For the calculation of $s_{sum}, s_{min}, s_{max}, s_{sum2}$, we use element-wise operations:

$$D(s_{sum}) = \sum_{s \in C} D(s)$$
$$D(s_{min}) = \min_{s \in C} D(s)$$
$$D(s_{max}) = \max_{s \in C} D(s)$$
$$D(s_{sum2}) = \sum_{s \in C} D(s)^2$$

To calculate the number of elements, this strategy calculates first a $M \times C$ matrix $N(s)$ for every thread $s$, which contains the value 1 on all elements in rows that represent a call path that was visited at least once by $s$ and 0 otherwise.

$$D(s_a) = \sum_{s \in C} N(s)$$

One drawback in this strategy is that when it is used with the CUBE GUI it does not allow, for all the members of the set, to convert from inclusive to exclusive values and vice versa. For example, it is not possible to calculate the minimum exclusive time from the inclusive values.

4.3 KEY

The third aggregation strategy, called KEY, is based on the idea that for the analysis of the thread-level parallelism not all threads are necessary. Sometimes only a few key threads are of particular interest. If we want to increase the overall performance of the process, we need to improve the performance of the slowest thread first. Everything else would, most probably, not improve the runtime. Therefore, we are mostly interested in the data of the slowest thread $s_{slow}$. On the other hand, we want to be able to compare this data to a thread which is different from $s_{slow}$. For that purpose, we are also interested in the other extreme, namely the fastest thread $s_{fast}$. Since also the initial thread $s_0$ plays a distinct role in many applications, we decided to record its data as well. All the remaining threads are aggregated, and the average in this case may also be a good comparison candidate, especially if comparing to the fastest thread does not provide sufficient insight.

To determine which thread is the fastest or slowest thread, we classify the call path of the application based on region type information that is provided by the instrumentation. For example, the OPARI2 [12, 14] instrumentation of OpenMP regions and the OpenMP tools interface [2] proposal provide the means to mark a barrier as such a region. We distinguish regions that are doing work from regions that indicate synchronization, idling, or waiting. We calculate the execution time that a thread spent inside those regions that we classified as doing work. The thread with the highest execution time in work regions is the slowest thread. The thread with the smallest execution time in work regions is the fastest thread. The initial thread is excluded from the determination of the fastest and slowest thread, because it is recorded anyway.

![Figure 2: The unaggregated profile after selecting the indicator metric and expanding the call tree and the system tree to determine where the synchronization time occurs.](image-url)
Figure 3: The size of the CUBE profile in MB for the generated test profile with 100 call paths, 7 metrics and 128 processes. 90% of the call paths are parallel call paths. The file size of the aggregated profile data is independent of the number of threads per process.

As a result, we substitute the locations in $p$ with the four elements $p' = \{s_0, s_{slow}, s_{fast}, s_0\}$, where $s_0$ contains the aggregated threads. For the aggregation we perform an element-wise calculation of all elements.

$$D(s_0) = \sum_{s \in \{s_{slow}, s_{fast}, s_0\}} D(s)$$

Our selection of threads covers the most cases where thread-level parallelism is evaluated. It also provides some additional analysis hints by pointing the user to the most problematic and most extreme threads.

4.4 CALLTREE

The fourth aggregation strategy, called CALLTREE, aggregates threads that have the same call tree structure. The call tree of two threads $s_1, s_2 \in S$ match if for all call path $c \in C$ the equivalence

$$visits(s_1, c) > 0 \iff visits(s_2, c) > 0$$

is valid. Hereby, $visits(s, c)$ denotes the number of visits to call path $c$ by thread $s$. It results in a non-predetermined number of aggregated clusters of threads. Clustering in itself is already an additional automatic analysis, because it provides an overview of how many groups of threads with distinct call tree exist. It is based on the assumption that differences in the call tree structure may indicate a different behavior. For the aggregation of threads within a cluster, we use again the element-wise calculation.

5. COMPRESSION

One of the motivating goals for the aggregation was a reduced profile size. To determine the compression ratio, we generated profiles for every aggregation strategy and one without any aggregation. The compression ratio is the size of the profile without aggregation divided by the aggregated profile size. The generated profiles contain 7 metrics, 100 call paths, and had 128 processes. Figure 3 presents the file sizes, and Figure 4 shows the compression ratio against the number of threads per process.

The amount of data per process is constant for all four aggregation strategies. Thus, the size of the aggregated profile file was independent of the amount of threads for all aggregation strategies. The compression ratio grows with the number of threads in the application, because the uncompressed original becomes larger. The SUM strategy has the best compression ratio. However, the compression ratio is a factor of 1.35 to 1.36 smaller than the number of threads because it uses an additional metric, which stores the number of aggregated threads. Furthermore, the profile metadata section requires some additional space to store information about the metric dimension and the call tree dimension, which has constant size.

The compression ratio of the SET strategy is approximately 4.2 times smaller than the number of threads. It needs to store four additional values per metric. The size of the number-of-threads value is only 4 bytes, while the size of all other values is 8 bytes. Thus, the ideal compression ratio would be 4.5 times smaller than the number of threads. We contribute the difference to the constant sized metadata section.

The KEY strategy stores four 8 bytes values per metric/call path pair. The compression ratio is approximately 4.6 times smaller than the number of threads. The ideal compression ratio would be 4 times smaller than the number of threads per process. The SET strategy has a slightly better compression ratio than the KEY strategy although the ideal compression ratio is worse. The SET strategy, however, is more likely to store the same number multiple times, which is exploited by CUBE’s inbuilt zlib compression.

The CALLTREE strategy creates 2 clusters for this application. Thus, it needs to store 2 values per original metric/call path pair. It uses a similar approach to the KEY strategy to store the data, and creates an artificial location for each cluster. The compression ratio is 1.97 better than KEY which is explained by the fact that it stores only half the values. The compression ratio is 2.3 times smaller than the number of threads per process. The result of 2 clusters is typical for such OpenMP applications, where one master thread is in one cluster and the worker threads produce all the same call tree and, therefore, form the second cluster.

The compression ratio is mostly determined by the number of threads per process. Other factors that affect the compression ratio in a minor way are the number of metrics and the number of processes. The data section of the CUBE profile grows linearly with the number of metrics. However, the metadata section for the system dimension and the call tree dimension stay constant. Because only the data section shrinks during the aggregation, the compression ratio becomes larger if the number of metrics grow. Similarly, if the number of processes grows, the data-to-metadata ratio grows as well, which leads to a slightly better compression ratio.
6. ANALYSIS OF THREAD-LEVEL PARALLELISM

In Section 3, we identified the following steps which usually occur in the analysis of the profile data:

1. Which types of performance bottlenecks exist? This question is answered by the aggregated value of indicator metrics over the whole measurement. Because the value of interest is aggregated anyway, providing only aggregated values on a process level does not curtail the potential insights in this step.

2. Where does it occur? Unfolding the call tree dimension until the indicator metric value is shown as exclusive value works also with aggregated threads. However, identifying the execution location on thread level is affected by aggregation.

3. For further investigation of a problem cause, the first strategy is to compare a problematic thread to other threads.

4. Another investigation strategy is to correlate metrics.

To evaluate the retained information, we measured multiple applications that contain a specific performance bottleneck with every aggregation strategy. Afterwards we compare the process of finding the performance bottleneck in the aggregated profiles to the same process with unaggregated profile. All tests ran on an Linux cluster node equipped with two 2.67 GHz Intel XEON quad-core processors with two-way simultaneous multi-threading.

6.1 Imbalance

For this test, we injected some imbalance in a parallel region of the Lulesh code [7] by forcing a static schedule with a chunk size of 2000. We executed the code on 8 threads and calculated 27,000 particles. The loop iterates over the particles, which means that 5 threads execute 4000 iterations, the 6th thread gets 3000 iterations and two threads execute 2000 iterations.

In order to obtain the required profiles, we instrumented the artificial test program with Score-P, and then performed one measurement run for every evaluated aggregation strategy and one measurement without any aggregation. The generated profiles contained the following metrics: execution time, number of visits, minimum and maximum execution time at a single visit. To enhance the very basic metric set of the Score-P measurement with further metrics that are able to highlight a particular performance bottleneck, we applied the cube_remap tool on the resulting profiles. The cube_remap tool classifies every call path and creates additional metrics related to the classification. For example, the execution time gets sub-metrics that allow to divide execution time by user code, or OpenMP regions and further sub-divide time spent in OpenMP regions (e.g., separate synchronization regions). We can use the execution-time-in-synchronization-regions-metric to reveal imbalances by identifying places where the application spends a significant time for synchronization.

6.1.1 Without aggregation

The CUBE profile shows that 10.65 s (13.37% of the whole execution time of the application) were spent in OpenMP implicit barriers. If we select this metric and expand the call tree, it shows that the implicit barrier at the end of the parallel for construct in lulesh.cc at line 1595 produced the largest amount of the synchronization time. Full expansion of the system tree shows that the synchronization time is unevenly distributed. Five of the threads show very little synchronization time of less than 0.1 s at the barrier, while two other threads waited approx. 1 s each and one thread spent 0.51 s at the barrier. Figure 2 shows the CUBE interface after expanding the call tree and the system dimension.

If we correlate the visits and the execution time metric to the synchronization time, we see that the threads that spent little time in the implicit barrier, visited the function CalcElemVolume twice as often as the threads that spent 1 s in the barrier. Also, the execution time of the first group of threads is twice the execution time of the waiting threads. The different number of visits stem from a different number of iterations that the threads execute. The reason is that the chunk size in the static schedule clause of the parallel region statement is too large.

6.1.2 SUM

Figure 5a shows the profile of the SUM aggregation strategy. The indicator metric still shows that 2.94 s of the total time was spent in the implicit barrier. However, we can not tell in which thread the synchronization happened, or whether it is evenly distributed among all threads. The SUM strategy, therefore, allows to identify the performance problem type and the source code location where it occurred. Although this might already provide valuable hints, it is impossible to identify the specific thread or perform further thread-level analysis.

6.1.3 SET

In the SET strategy, the conversion of inclusive values to exclusive values does not work anymore for some members of the data set. Thus, the cube_remap tool does not compute the indicator metrics. A first approach to iden-
6.1.4 KEY

Figure 5b shows the profile of the KEY aggregation strategy. Again, the synchronization time metric points to the implicit barrier. Expanding the system tree dimension shows that the fastest thread waits at this barrier, while the slowest thread has no waiting time here. This indicates that there is an imbalance. Since the distribution may provide some extra information to estimate that a certain performance bottleneck exists, but it does not provide enough information to compare threads and correlate metrics and call path information.

6.1.5 CALLTREE

Figure 5c shows that the CALLTREE strategy distinguishes between the initial thread, which has a visit to the main function, and the worker threads. We can find the implicit barrier by using the synchronization time metric. In our example, the initial thread (cluster 0) spends only 0.14 s at the barrier, while the aggregated worker threads (cluster 1) spend 2.75 s there. Since cluster 1 contains 7 of the 8 threads, it has longer execution times nearly everywhere. Nevertheless, some of the worker threads must have spent much more than 0.14 s at the implicit barrier.

We can compare the behavior of the two clusters and also correlate metrics and call path. Thus, we can discover that the number of visits and the execution time in CalcElemVolume in cluster 0 is larger than the mean of this value in cluster 1. Because the algorithm decided to distinguish between the initial thread and the worker threads, it suggests that the differences between the initial thread and the worker threads are larger than the differences among the worker threads. The clustering decision is based on call paths outside the parallel region, and though the initial thread has the longest execution time, it may be misleading to interpret that all or most of the worker threads are idle. To make the performance bottleneck more obvious, a distinction between threads that wait at the barrier and threads that execute two chunks of iterations would be better.

Nevertheless, indicating that the initial thread executes more iterations than the average worker thread puts us on the right track to balance the work in the loop more evenly. Similar to the KEY strategy, the total number of time and visits spent in CalcElemVolume leads to the conclusion that the number of iterations is not evenly distributed among the threads. Since the clustering decision did not separate the threads according to the execution time, the solution in this case is more obscured than in the KEY strategy. Although the call tree structure is an important factor to determine clusters, there might be better clustering criteria.

6.2 Lock contention

To evaluate the possibility of finding a lock contention with aggregated profile data, we created an artificial test program in which the access to the function foo is protected by a lock. Without aggregation, the profile shows that most of the time is spent inside OpenMP synchronization regions. In particular, the 110.21 s are spent in the OpenMP Lock API and 46.61 s in the implicit barrier. We select the execution-time-in-OpenMP-Lock-API metric and expand the call tree. This leads us to the lock where the application spends most of its time.

Figure 7 shows the execution time for all the call paths. From the call path, we can derive the source code location.
and the lock that causes the lock contention. At this point, we have all the necessary information to detect and analyze the lock contention.

We note that the application spent also a significant amount of time at the barrier in the end, and this usually indicates an imbalance. If we compare the time spent in `foo` and the parallel region, we can see that the execution of the user code has no significant variation between the threads, but the time spent in `omp_set_lock` varies significantly. The sum of the time spent in the implicit barrier and `omp_set_lock` is the same for each thread. It means that the imbalance is caused by the lock contention.

As a result, we do not need thread-specific information to identify the causes of the lock contention. The SUM aggregation strategy provides us with sufficient information. As already discussed in Section 6.1, thread-specific information is only needed to conclude that the imbalance is caused by the lock contention.

### 6.3 False sharing

Our third test case is an artificial code that contains false sharing. To indicate false sharing, we would need to associate data accesses to memory locations and cache misses to prior data accesses to another memory location. This information is currently not available in Score-P, and it does not provide an indicator metric for false sharing. Although we can record cache misses, they might be caused by a number of issues and it is hard to tell whether a certain amount of cache misses actually indicates a performance problem.

During the measurements we also recorded level 1 data cache misses, level 1 data cache hits, and level 2 data cache misses. Because of the false sharing, the parallel for loop contains 27.7 million level 2 data cache misses. It means that 3.3% of all data accesses inside the parallel for loop result in a cache miss. In general, 3.3% cache misses do not necessarily imply a performance bottleneck. However, 27.7 million level 2 data cache misses in a program that has an aggregated computing time of 5 s contribute significantly to the overall runtime. After resolving the false sharing, the same program had an aggregated runtime of only 0.06 s and only 3005 level 2 data cache misses.

The relevant information that we can extract from the unaggregated profile is the source code location where most of the cache misses occur. We correlate the number of cache hits to estimate the fraction of the cache misses. The system dimension is of interest if false sharing occurs only on a few threads. It allows then to identify the threads where we have a significantly higher number of cache misses. Knowing the involved threads may help to identify the variables that share a cache line.

All aggregation strategies allow to find source code locations where a high number of cache misses occur. The level of support each strategy provides for identifying the threads with higher cache misses is different. The SUM strategy does not provide any support for thread identification. The SET strategy shows whether there is a variation among the threads, but does not allow to identify the threads with a high number of cache misses. The KEY strategy shows whether the slowest thread has a large number of cache misses compared to other threads. Thus, the KEY strategy can highlight one involved thread, but not the threads it interferes with. If false sharing does not occur in the slowest thread, it does not limit the performance. Although it might occur in other threads, the user should first concentrate his efforts on fixing the slowest thread. With the CALLTREE strategy, the identification of a subset of threads depends on whether the threads that show false sharing differ also in their call tree. If they do, the CALLTREE structure separates them into different clusters, otherwise they end up in the same cluster and, therefore, unidentifiable.

### 6.4 Task granularity

In our fourth use case, we want to evaluate a task-based parallelization problem. One of the most common performance analysis targets is to identify tasks with inappropriate granularity [17]. For this purpose, we use an artificial program that has two task constructs. One task construct creates tasks that execute for 1 s. The other task construct creates tasks that do not perform any work besides the recursive task creation.

Figures 8 and 9 present a CUBE profile with call paths of implicit and explicit tasks. The former shows stub nodes at execution locations along the main call tree, and the latter shows a subtree for every task construct. The Score-P task profiling mechanism and resulting profile data is explained in [13] in more detail.

The main call tree in Figure 8 shows that, basically, the whole time was spent inside the implicit barrier at the end of the parallel region. Inside the barrier, 1013.3s were spent executing the tasks, whereas 627.38s are the exclusive execution time of the barrier. One possible explanation for this time is an overhead caused by task management activities, imbalance, or complex task dependencies, which have insufficient parallelism. Figure 9 shows that the tasks created from the task construct at `task.c:5` spent all the time in the task region doing some work. The average execution time per task was 1s. On the other hand, the tasks created from the task construct at `task.c:14` spent 607s out of 677s creating new tasks. Only 69.9s were spent outside the recursive task creation. This indicates that the overhead is large and the tasks are too small. The average execution time for a task was 14µs, including the measurement overhead.

Since tasking provides a form of automatic work balancing and since the test program contains no task dependencies, the possible imbalances must be smaller than the largest
task. Therefore, we can exclude imbalance as a major contributor to the exclusive time in the barrier. On the other hand, we spend 607s creating tasks. Former task analysis examples showed that task switches and task completion can require roughly the same amount of execution time which will appear as exclusive execution time in the barrier [13]. In principle, task dependency structures may limit parallelism. Although it would be possible to investigate these dependencies with trace data, our current profiling approach does not provide the means to do so.

The whole analysis used no thread-level data, but only the call tree dimension. Thus, all of the presented aggregation strategies are able to provide the necessary information. The uncompressed profile, the SET strategy, and the KEY strategy are able to show that the execution time in the barrier is evenly distributed among all threads supporting the claim that there is no imbalance. Attributing performance data of tasks to threads is not trivial, especially for migrating tasks. Furthermore, the task schedule is dynamic and may suffer from run-to-run variation. As a matter of fact, it is one of the goals of the tasking paradigm that the programmer should not have to worry about the distribution of tasks among the threads. In this case, it is reflected by the fact that the per-thread data is not necessary for the analysis of task performance behavior. A separation of tasks for other criteria, e.g., the recursion depth [13], provides much more important information.

7. CONCLUSION AND FUTURE WORK

This paper presents the strategies SUM, SET, KEY, and CALLTREE that aggregate the performance data of threads within a process. Although the aggregation reduces the granularity of the performance information, some strategies still provide sufficient information to identify and investigate thread-level performance bottlenecks. These aggregation strategies differ in compression ratio and the availability of thread-level information.

The SUM strategy has the best compression ratio, but provides the least thread-specific information. Although lack of information prevents thread-level root-cause analysis, it is still possible to detect the presence of thread-level performance issues and to identify the source code locations where they happen. Since this strategy provides a good compression rate, it is a good choice for cases in which the focus of the analysis works sufficiently well with process-level data, such as analysis of MPI, or if the only purpose is to get an overview of the potential bottlenecks.

The amount of data produced by the KEY strategy equals approximately to the amount of data produced when there are 4 to 5 threads per process. It allows to identify performance bottlenecks on the thread level, to compare between threads, and to correlate the metric and call path data. Although this strategy reduces the set of threads to which we can apply these analysis techniques, it still captures the slowest thread information and this is the thread that needs performance improvement in most cases. If multiple bottlenecks exist, the aggregation may limit the in-depth analysis to the most dominant bottleneck. Nevertheless, the KEY strategy provides a good tradeoff between compression ratio and available thread-level information for the analysis of large scale applications.

The SET strategy provides an aggregated value per process and some additional statistical information about the distribution of the performance data among the threads. This information, however, does not allow to compare threads or correlate call paths. Since the KEY strategy provides better analysis possibilities with a very similar compression ratio, the KEY strategy is preferable to the SET strategy.

The CALLTREE strategy is the only strategy that does not provide a predictable compression ratio that depends on the number of threads per process, the number of metrics, and the number of processes. The compression ratio, in this case, depends also on the call tree structure. CALLTREE provides information to investigate a performance bottleneck using thread comparison and metric/call path correlation if the different behavior of the thread is reflected by a difference in the call tree. In our example, using the call tree structure as the only clustering criterion provided some hints, but did not result in clusters that would have been best suited for performance bottleneck analysis. Nevertheless, clustering of threads is a promising approach that provides some useful information, such as how many different thread groups can be distinguished. However, developing a meaningful distance function for performance data is not trivial and subject to future research — especially if it is to be used for analyzing any kind of performance issue and not just one specific bottleneck.

The effects of heterogeneous architectures with accelerators and coprocessors are not covered by this paper and subject to further research. One approach might be to separate each type of execution location and then apply data reduction on each of the subgroups. Probably the call trees of CPU threads, accelerator code and other execution location types differ. Thus, a combination of the CALLPATH strategy to separate the execution location types and any other strategy within each execution location group might provide reasonable results.

Besides the conclusions for the particular compression strategies, one future guiding conclusion is that the amount of data becomes too large when we store the full, fine granularity, per-thread information. Thus, our more promising approaches perform various degrees of automated analysis on the full thread-level information to determine which parts of the information should be stored with fine granularity and which parts of the information can be accumulated to coarser granularity. Even if it as simple as the KEY strategy, which determines simply the slowest and fastest thread, the automated analysis approaches can reduce the amount of data while retaining its usefulness. These approaches form a wide field that provides numerous opportunities for further research, and the simple approaches in this paper are a baseline for more elaborate automated analysis and granularity selection strategies. Advanced analysis methods may, for example, include clustering algorithms based on Score-P’s region type classification, execution time, communication patterns or any other metric. Another promising approach subject to future research would be to cluster processes, record all threads of one process from every cluster and aggregate the threads on the other processes.
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