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Abstract

Turbulence code actors (and future HPC actors in general) exchange large size data sets inside KEPLER
workflows and motivate the need for parallel I/O. A parallel 1/O approach will be developed as an extension of the
UAL to optimize the writing of large size CPOs (Consistent Physical Objects) as used for the output of turbulence
codes. Parallel 1/0 for reading and writing code-specific restart files will be provided in addition.

The development of this parallel 1/O extension of the UAL Is just starting now, In collaboration between ISIP, IMP4
and the JARA-HPC SCIPIO project. The approach will be tested on HPC-FF with the codes ATTEMPT and GEMR.

Turbulence codes characteristics

* Densities, velocities, potentials, ...

* Large meshes (ITER)

* Up to 250 GByte output data

* Parallelization based on domain decomposition
* Appear as HPC actors in simulation workflows

Data organization

* Mesh distributed across participating processes

* Local parts of calculation domain residing on processes

* Force processes writing their local data to assigned
positions which results in global mesh inside HDF5 file
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Parallel Database Access

* Usage on HPC systems

* Avoid gathering of mesh data

* Collective write of CPO signals to a local ITM HDF5
pulse file (similar to low-level UAL instructions)

* Transport of HDF5 file to gateway

* Link-In to the “run” database of the workflow

Parallel 1/0 with HDF5

 Utilization of all processes for I/O

* Built on top of MPI-10

* Provides performance features for large data sets
and parallel file systems
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High level I/O library (HDF5, parallel netCDF)
abstract, structured data access

Middleware layer (MPI-10)
organization of data access by many processes

Parallel file system (LUSTRE,GPFS, PVFS)
efficient access to data in logical storage space
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Restart Files
* Restart points for HPC actors
* SIONLIb foreseen for parallel I/0O
> task local I/O to “multi-file”
* Collective writing of restart data
* Interface to KEPLER
* Easy restart point selection inside KEPLER workflow
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