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Jülich Supercomputing Centre, Forschungszentrum Jülich
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Abstract

Simulation and thus scientific computing is the third
pillar alongside theory and experiment in todays science
and engineering. The term e-science evolved as a new re-
search field that focuses on collaboration in key areas of
science using next generation infrastructures to extend the
powers of scientific computing. This paper contributes to
the field of e-science as a study of how scientists actually
work within currently existing Grid and e-science infras-
tructures. Alongside numerous different scientific applica-
tions, we identified several common approaches with simi-
lar characteristics in different domains. These approaches
are described together with a classification on how to per-
form e-science in next generation infrastructures. The pa-
per is thus a survey paper which provides an overview of
the e-science research domain.

1. Introduction

Many scientific applications take advantage of the next
generation computing infrastructures that evolved over the
last couple of years to production environments. At the time
of writing, such next generation infrastructures are repre-
sented by Grids with a certain overlap to clouds emerging
in the commercial space. Today, such well known scientific
Grid infrastructures are for example provided by Enabling
Grids for e-Science (EGEE), Distributed European Infras-
tructure for Supercomputing Applications (DEISA), Open
Science Grid (OSG), TeraGrid, and many others.

Although these projects claim production quality and are
actually used by scientists world-wide on a daily basis, there
are still many challenges in using them. For example, end-

users often do not even know how to get access to these in-
frastructures and the procedures in place to provide such an
access are still cumbersome and tedious. While inEGEEan
end-user just joins one Virtual Organization (VO), scientists
of DEISA have to pass a selection process based on scientific
proposals that are evaluated by a committee. Also, many
scientists have no precise understanding of which infras-
tructure provides which kinds of computational resources
and functionality, and how this functionality relates to their
particular needs. Simplified computational jobs are dis-
tinguished between high throughput computing (HTC) and
high performance computing (HPC) and thus they typically
need to be executed on different computational resources
provided in different Grid infrastructures. Additionallyit
is sometimes unclear who provides the resources, whether
the scientists have to contribute their own computational re-
sources to get involved, or if they just use the infrastructure
without any kind of fee. Finally, once end-users get access,
often they have to cope with problems such as getting the
right valid certificates for using the infrastructure, and their
certificates are incompatible with other infrastructures.

Today, people have learned to use the infrastructures
by mastering these challenges and different technologies
lead in practice to many different approaches to e-science.
By talking to scientists via interviews and analyzing the
way they work, we have been able to identify common ap-
proaches based on deployed Grid technologies. In this pa-
per, we provide a classification of these different approaches
to perform e-science on next generation infrastructures. We
discuss established techniques in the context of e-science
and give insights drawn from lessons learned while working
with e-scientists in order to provide a precise understanding
how e-science is performed today. Our proposed classifica-
tion is aligned with a survey of use case applications using
the different approaches.



This paper is structured as follows. After reviewing chal-
lenges for e-scientists using Grid infrastructures, Section
2 sets the scene by discussing the e-science paradigm in
the context of well-known established techniques. Section
3 describes the classification of different approaches to e-
science in general alongside numerous use case applications
in particular. Finally, after surveying related work in Sec-
tion 4, we present our conclusions in Section 5.

2. Computing Infrastructures & Fourth Pillar

Today, scientists regard computational techniques as the
third pillar alongside experiment and theory as shown in
Figure 1. In this illustration, the first pillar stands for a
certain theory or a specific model in a research field. One
specific example of this pillar are scientists that use com-
plex mathematical models to predict the diffusion of harm-
ful materials in soil. The second pillar points to experi-
ments performed in laboratories or probes of material, for
instance, of harmful materials in soil. The computational
techniques allows for computer-simulations based on effi-
cient numerical methods and known physical laws. In our
example, scientists can calculate the flow of water under-
ground and simulate the way in which various harmful sub-
stances react with potentially damaging consequences.

Figure 1. Computational techniques are the
third pillar alongside experiment and theory.

In the context of the defined three pillars of science, the
term enhanced science (e-science), sometimes called elec-
tronic science evolved in the last couple of years. One fun-
damental definition of e-science [8] by John Taylor is as
follows: e-science is about global collaboration in key ar-
eas of science and the next generation infrastructure that
will enable it. This definition has been extended in several
ways to point to a particular focus or a dedicated technol-
ogy. Nevertheless the definition is still valid and we keep
this mature definition as a base for our discussions.

Today, such next generation infrastructures are mostly
represented by Grids. There are various types of Grid in-
frastructures today, for instance, whileEGEE and OSG are
ratherHTC oriented Grids,DEISA and TeraGrid are rather
HPC-driven. In addition, clouds can be seen as infrastruc-
tures, which provide certain Grid capabilities. The bound-
aries and scope of these Grids are fundamentally different

leading to a well-known set of world-wideGrid islandsma-
jorly funded through public sources today. To provide an
example,EGEEandDEISA are projects funded by the Euro-
pean Commission, while TeraGrid,OSG, D-Grid orNGSare
national infrastructures based on different funding sources.

In addition, these different types of Grid infrastructures
evolve differently. In Europe, we observe the evolution of
EGEE-like grids in the so-called European Grid Initiative
(EGI), whose members are National Grid Initiatives (NGIs).
In contrast, the sustainability ofDEISA and the evolution to-
wards peta-scaleHPC infrastructures is handled via different
phases of the Partnership for Advanced Computing in Eu-
rope (PRACE) project [6]. Additionally, the different types
of infrastructures and their different evolution phases lead
to a different set of technologies deployed on them.

A fundamental goal of any technology deployed on the
Grid infrastructure is to ease the usage of Grids and to facil-
itate the routine interaction of scientists, thereby enabling
new collaborations in key areas of science. Often grand
challenge problems require multi-disciplinary research and
thus raise the demand for collaboration in key areas of sci-
ence to tackle major problems of science and society today.
Examples are protein folding, global weather prediction, or
the virtual physiological human. Such problems can not be
solved in a reasonable amount of time with computers that
are broadly available today and require an increase in com-
puting power by orders of magnitude.

The solutions of these grand challenges can have a sig-
nificant economic and social impact and the next genera-
tion infrastructures provide the computing power and col-
laboration mechanisms to support their research, hopefully
and expectedly leading to new scientific breakthroughs. As
shown in Figure 2, we consider e-science on top of science
majorly supported by a fourth pillar, which is represented by
emerging next generation infrastructures. The figure also il-
lustrates that these infrastructures are not limited to compu-
tational resources, but also integrate large data facilities and
thus enable know-how and resource sharing in an unprece-
dented way through high-speed network interconnections.

Figure 2. e-Science is multi-disciplinary col-
laboration supported by Grid infrastructures
that represent the fourth pillar.



3. Classification of Different Approaches

In this section, we present the five identified different
approaches to perform e-science. Each approach is under-
pinned by use case applications and discussed in the con-
text of the four pillars of e-science as described in the pre-
vious chapter. Some approaches seem similar, and more
precisely, there is sometimes no precise boundary between
them allowing a smooth transition from one approach to an-
other. Some approaches basically re-use concepts of other
approaches to achieve a higher goal. Nevertheless, the dis-
tinction provided here is underlined by interviews and dis-
cussions with scientists of different research fields who use
computing infrastructures very differently. While biologists
work with Web-based portals, physicists in general seem
to like command-line interfaces avoiding to use Graphical
User Interfaces (GUIs) as much as possible.

Figure 3. Classification of different ap-
proaches to perform e-science today.

Figure 3 illustrates the different approaches that all use
Grid middleware as the access method to the Grid infras-
tructures. At the time of writing, there is quite a wide vari-
ety of Grid middleware available such asUNICORE, gLite,
Globus Toolkits,ARC, GRIA, just to list but a few. Many of
the use case applications below are usingUNICORE as the
access method to Grids, but the identified approaches can
be also performed with other Grid middleware. In princi-
ple, the approaches are combinations of computational tech-
niques (i.e. pillar III) and use of technologies available in
todays next generation infrastructures (i.e. pillar IV). Need-
less to say, that theoretic models (i.e. pillar I) are typically
implied since they are the foundation of the science per-
formed. In addition, some scientific applications take also
outcome of experiments (i.e. pillar II) into account: for in-
stance, one project uses real values for burned materials in
simulated computations to improve the design of trains in
the field of disaster control research.

Each of the identified approaches use certain unique fea-
tures of the Grid middleware deployed on the respective e-
science infrastructure. Whileapproach I(i.e. simple scripts
& control functionalities) provides a very easy access with
certain control functionalities via the submission of simple

scripts, approach II (i.e. application plug-ins) simplifies
usage even more via predefinedGUIs and a wide variety
of job configuration options.Approach III (i.e. complex
workflow) provides unique features in order to define de-
pendencies between tasks leading to much flexibility for job
submissions, whileapproach IV(i.e. interactive access) en-
ables the most flexibility, for instance viaSSH connections
secured using Grid credentials, but the scientist utilizesless
support from the Grid middleware itself in achieving tasks.
Finally, approach V(i.e. interoperability) is unique in us-
ing different Grid infrastructures to perform different kinds
of computations for one common scientific goal. One often
used paradigm is to leverage the combined access to aHTC-
driven Grid and anHPC-driven infrastructure. In the follow-
ing sections we describe use cases of these approaches and
thus provide end-user perspectives.

We identify typically three reasons why these different
approaches emerged over time. First, the application itself
required a certain approach, for instance, a simple applica-
tion code that has to be called several times raises a demand
for control functionalities such as loops, the same appliesto
workflows, which require mechanisms to handle different
workflow steps. Second, the combination of technologies
available on the infrastructures is different leading to differ-
ent usage models and approaches. Finally, the third one is
rather easy, because we learned there are certain approaches
of scientists that evolved even over years via computational
techniques (i.e. pillar III) in science and are thus adopted
for the research supported within e-science infrastructures
(i.e. pillar IV). For instance, the interactive access using
Grid credentials is still an often used feature sinceSSH ac-
cess has been used in scientific computing for years in most
of the scientific communities. Figure 4 illustrates the de-
pendency of the described pillars and Grid middleware and
thus represents one basic usage model of Grids today.

Figure 4. The basic usage model of Grids
means a source code/application (often in
C++/Fortran) is executed on the Grid infras-
tructure using Grid middleware.



3.1. Simple Scripts & Control Functionality

In the basic usage model that underlies any of the above
mentioned approaches, we typically see C/C++ or For-
tran90/77 codes that are used on computational Grid re-
sources. These codes are typically derived from a partic-
ular model (i.e. pillar I) in a research field and are mostly
submitted via simpleUNIX -based scripts calling a parallel
executable (i.e. pillar III) of the code in the Grid infras-
tructure (i.e. pillar IV). Submissions often use command-
line interfaces, or when using simple control functionali-
ties, alsoGUI-based Grid clients such as theUNICORE Rich
Client or g-Eclipse. Control functionalities are constructs
such as Do-N, Do Repeat, Hold Job, or If-Then-Else that
all influence and control the execution of the executables in
a limited manner.

Figure 5. Experiments (pillar II) revealed an
un-clarified swarm behavior of sperm (pillar
I) that is a field of research using computa-
tional techniques (pillar III) such as OpenMP
and the Message Passing Interface (MPI) on
Grid infrastructures (pillar IV).

Figure 5 illustrates a use case of this approach in the
field of hydrodynamics, the study of liquids in motion. In
this use case, a fluid dynamics code named as multi-particle
collision dynamics (MPC) [12] is applied to simulate active
biological system models (i.e. pillar I) named as sperm. Ex-
periments (i.e. pillar II) have revealed an interesting swarm
behavior of sperm, when the sperm concentration is high
[18]. But the mechanism behind the experimental phe-
nomenon is still not clear. Thus, the fundamental goal of
this e-science application is to study the cluster size depen-
dence for 2D and 3D systems in terms of studying the hy-
drodynamics interaction between sperm and explain its im-
portance to the cooperation behavior. Simulations in 3D are
very time consuming such that systematic study raises the
demand for powerful computing infrastructures (i.e. pillar

IV), in our caseDEISA. Figure 6 illustrates how the simple
script mechanisms work well together with control func-
tionalities such as the Do-N loop provided by the Grid mid-
dlewareUNICORE deployed onDEISA. Many other Grid
systems (i.e. Globus, gLite, etc.) also support such submis-
sion techniques and can be used in a similar way for this
kind of e-science applications, but in terms of control activ-
ities, many other Grid middleware systems use a dedicated
workflow system to perform such simple submissions.

Figure 6. This e-science application inten-
sively uses the Do-N control functionality
where the output of the previous job run is
given as an input to the subsequent job.

We also identified that this approach is independent from
the underlying machine type. The above mentioned hydro-
dynamics e-science application is using the approach with
the JUMP supercomputer with 41SMP nodes where each
node has 32 processors. This 1312 Power4+ 1.7 GHzCPU

machine (8.9 Teraflops peak performance) is deployed in
DEISA and accessible viaUNICORE. Another e-science ap-
plication [23] in the field of theoretical fluid mechanics is
using the same approach with a very similar setup but with
the JUGENE supercomputer, which consists of 65536 pro-
cessors of the type 32-bit PowerPC 450 core 850 MHz (223
Teraflops peak performance). Both applications useUNI-
CORE for job submissions of their scripts, but also use the
Do-N control functionality on these rather different Grid re-
sources (i.e. machines). The reason for end-users to use
such loop functionality in particular are twofold. First, once
the job is defined, new jobs are submitted to the Grid re-
source for each iteration without manual interaction, which
is especially helpful during weekends. Second, many Grid
resources have a limited job run time (e.g. 12 hours), and
the Do-N control functionality provides a way to partition
long jobs (e.g. over 60 hours) into smaller portions that not
exceeding the allowed maximum run-time.



3.2. Scientific Application Plug-ins

The previous approach described above uses simple
UNIX scripts for Grid job submissions. This implies that
end-users (e-scientists) have to create the scripts that call
executables by themselves. As a consequence scientific do-
main scientists have to know the potentials and drawbacks
of UNIX scripts or scripting languages such as Python and
Perl which are used for job submissions in Grid middleware
systems. Hence, the scientists that are naturally experts in
their research field and thus fully understand the theoretical
model of their research (i.e. pillar I), also have to become
experts in computational techniques (i.e. pillar III).

We also learned that different scientific communities
handle these obstacles differently. Again let us point to the
example of biologists who prefer high-level Web portals in-
stead of low-level computational techniques and thus dif-
fer to physicists who typically also seek to understand the
low-level details of high-end computers that they use for re-
search in physics. In addition, the evolution of multi-core
and many-core systems in general and the various options of
programming high-end computers in particular lead to more
and more complex computational techniques that have to be
used in order to gain the maximum performance.

Figure 7. The scientific application plug-
in approach supports e-scientists in widely
used applications such as Gaussian.

In order to support e-scientists, many Grid clients such
as theUNICORE Rich Client, g-Eclipse, or the Gridsphere
Web portal [4] via the Vine Toolkit allow for client exten-
sions that we call scientific application plug-ins. This plug-
in approach basically provides a strong support for compu-
tational techniques within the Grid client. Typically, one
widely used scientific application is supported in the Grid
client via a scientific domain-specific plug-in. To provide an
example, Figure 7 shows the Gaussian plug-in for theUNI-
CORE client that enables end-users to easily submit Gaus-
sian03 jobs to Grid infrastructures.

The support for end-users is often provided by offering
configuration options of the corresponding scientific appli-
cation or to allow for job-specific options via convenient
GUI controls such as checkboxes or lists. In Figure 7, for in-
stance, the end-user is able to conveniently choose the num-
ber of nodes and processors required for the job or is able
to define memory requirements without knowing in which
format the job is going to be submitted. The plug-in itself
is responsible to create the required input scripts in the re-
spective format for the Grid job submission taking theGUI

inputs from end-users into account. In other words, this
approach helps to focus on pillar I and thus uses pillar III
transparently when submitting jobs to a computing infras-
tructure (i.e. pillar IV).

3.3. Complex Workflows

In many e-science applications we see that besides com-
putation and network interconnectivity, data management
is essential in that it often raise the demand for multiple
processing steps required by the underlying mathematical
method (i.e. pillar I). The combined use of computational
tasks and data management tasks in conjunction with nu-
merous control functionalities (cp. approach I) is leading
to directed acyclic graphs (DAGs) that represent the overall
scientific workflow. As a result, most Grid middleware sys-
tems support complex scientific workflows either naturally
(e.g. UNICORE) or have dedicated workflow systems such
as Taverna for theOMII -UK software stack andDAGMan for
Condor. All of them have in common that they provide a
GUI for the definition ofDAGs since defining complex scien-
tific workflows with XML configuration files and command-
line interfaces is rather cumbersome.

Figure 8. Using the approach of complex
workflows is often used with Grid middleware
in e-science, for instance in health care re-
search using QSAR workflows.



Figure 8 illustrates one use case of this approach in
the field of health care research with focus on regulatory
purposes. In this context, the current European regula-
tory framework is named as registration, evaluation, au-
thorisation, and restriction of chemical substances (REACH)
[7]. The goal is to improve the protection of the human
health/environment through the characterization of intrinsic
properties of chemicals (i.e. pillar I) using the quantitative
structure-activity relationships (QSAR) [10] computational
method (i.e. pillar III).

An implementation of this particular approach is per-
formed within the Chemomentum project [2] whereinUNI-
CORE is used with complexQSAR workflows. Different
QSAR applications are combined in one workflow, which
also includes access to existing databases with experimen-
tal data (i.e. pillar II) of chemicals. Figure 8 shows that the
first step is to query from existing databases certain struc-
ture and toxicity data and afterwards the different compu-
tation steps are performed one after another. Finally, the
results of the workflow processing are statistics that provide
insights if chemical substances are compliant withREACH.

3.4. Interactive Access

In the previous three approaches, we learned that Grid
middleware supports e-scientists in the way of how they ac-
tually submit jobs to Grid infrastructures (i.e. pillar IV).
In this section, we describe an approach that is often used
for numerous different purposes that can be summarized as
interactive access usage models of Grid middleware. We
learned from some e-science applications that we can dis-
tinguish between two interactive access paradigms that are
SSH-like and bi-directional channels/streams.

Figure 9. Using the interactive access ap-
proach to check intermediate results.

Figure 9 illustrates the approach withSSHand shows that
the job submission is using the Grid client and thus Grid
middleware, but the interactive access is used to get access
to the job computation directory to review intermediate re-
sults. In this context, theSSH-like connections are typically
established by preserving the well-known single sign-on re-
quirements. That means the connections are established by

using the X.509 certificates of scientists as the authoriza-
tion method in order to avoid tedious password requests for
each connection. As a result, Grid middleware supportsSSH

throughGSISSHfor Globus, theSSH Plugin for UNICORE,
or glogin [22] for Globus and gLite. One example is the hy-
drodynamics research in the context of sperm where SSH is
used at job runtime to review the positions of sperms in the
input/output files. Sometimes certain configuration options
create unrealistic positions of sperm (i.e. crossing maxi-
mum sizex) and thus taking a sample after some hours and
to remove the failed job can save computational time.

Another paradigm of the interactive access approach is
the use of bi-directional channels that are used in for sci-
entific visualization and computational steering. In this
approach the e-science application is typically submitted
via typical Grid middleware techniques. But while the e-
science application runs on the resource, scientific data is
transferred through this connection to a scientific visual-
ization to observe the current computation status. To in-
fluence the simulation during run-time, steering parameters
are transferred from the visualization to the simulation.

In this paradigm of the interactive access, the Grid mid-
dleware authorizes and creates a bi-directional channel for
numerous different use case applications. Different frame-
works have been developed in the Grid middleware systems
to enable this approach to end-users such as gGVID [17]
in the context of gLite, eViz [3] in the context of Globus,
and COVS [19] in the context ofUNICORE. Examples for
this approach are the plasma physics codePEPC [14] and
the astro-physics code nbody6++ [24] that are used with the
UNICORE-basedCOVS framework implementation for col-
laborative visualization and steering sessions.

Figure 10. Bi-directional channel used for sci-
entific visualization and steering.

3.5. Interoperability

Significant international and broader interdisciplinary re-
search is increasingly carried out by global collaborations
that use multiple interoperable next generation infrastruc-
tures such as Grids. In that sense interoperability represents
the final approach to perform e-science. Of course, this im-



plies the use of several of the above mentioned approaches,
but as a whole represents an approach useful to numerous e-
science topics as well. Today, many e-science applications
already take advantage of one single e-science infrastruc-
ture to simulate phenomena related to a specific scientific
or engineering domain on advanced (parallel) computer ar-
chitectures. In addition, more and more commercial play-
ers adopt the concepts of next generation infrastructures to
enable new kinds of economic applications and flexible re-
source usage models such as clouds.

Figure 11. Interoperability of HTC and HPC in-
frastructures enables new types of e-science.

More recently, increasing complexity of e-science appli-
cation theories (i.e. pillar I) that embrace multiple physical
models (i.e. multi-physics) and consider a larger range of
scales (i.e. multi-scale) is creating a steadily growing de-
mand of compute power and storage capabilities. This leads
to the demand of world-wide interoperable infrastructures
(pillar IV) that allow for new innovative types of e-science
by jointly usingHTC- and HPC-driven infrastructures with
known computational techniques (i.e. pillar III) as shown
in Figure 11. Thus the only option left to satisfy increasing
e-science application demands is to harness a united federa-
tion of world-wide Grids, which provides transparent access
to different kinds of resources and services.

The interoperability approach itself is a research field
with many activities such as those within the Open Grid
Forum (OGF) Grid Interoperation Now (GIN) [21] group
or the International Grid Interoperation and Interoperabil-
ity Workshops (IGIIWs) [5]. Many projects support interop-
erability on a pair-wide fashion such asEGEE andOSG, or
DEISA and TeraGrid. One use case of the approach via the
WISDOM project [9], which recently performs research by
jointly using the two major European e-science infrastruc-
turesEGEE and DEISA [20]. WISDOM stands for Wide In
Silico Docking On Malaria and is developing new drugs for

these neglected diseases with a particular focus on malaria.
The goal is to accelerate research and development for dis-
eases via reduced research and development costs [16]. This
is achieved by decreasing the amount of in vitro experi-
ments (i.e. pillar II) through using more in silico docking
computations (i.e. pillar III) on the infrastructures (i.e. pil-
lar IV), before the drugs go into clinical phases. In silico
docking computations represent a computational technique
to predict whether one molecule will bind to another.

Figure 12 illustrates theWISDOM project wherein e-
scientists submit jobs from one client to both, theEGEEand
DEISA. It is important to note that the type of jobs substan-
tially differ from each other. In the first part of the scientific
process,WISDOM scientists are usingEGEE with farming
jobs based on AutoDock [15] and FlexX [11] to perform
the in silico docking computations. The result is a list that
have a higher potential becoming drugs but not yet consti-
tutes the final selection. Therefore, in the second part of
the process,WISDOM scientists use theDEISA infrastructure
with massively parallel jobs based on theAMBER molecular
dynamics package [1] to identify those candidates with the
highest suitability chances as input for clinical phases. Thus
by using the interoperability approach, theWISDOM scien-
tists enormously accelerate the drug discovery process.

Figure 12. WISDOM e-scientists leverage in-
teroperability between EGEE and DEISA.

4. Related Work

There is not a wide variety of related work in terms
of a rather theoretical consideration of ways to perform
e-science in next generation infrastructures such as Grids.
In many cases, related work focuses on a specific technol-
ogy or project, or the related work references higher level
architectures such as the Open Grid Services Architecture
(OGSA) [13]. But OGSA provides no classification of spe-
cific scientific approaches and only a general framework of
services for performing e-science in infrastructures. In con-



trast to our approach,OGSA is a rather high-level architec-
ture and we identified the mentioned approaches by focus-
ing on lessons learned with real applications on infrastruc-
tures in close collaboration with e-scientists.

5. Conclusions

We presented a classification of several approaches to
perform e-science in the context of the pillars I to IV. The
classification has been underpinned with lessons learned
from e-science applications that are executed on a daily ba-
sis on Grid infrastructures such asDEISA or EGEE today.
The identified approaches are not mutual exclusive and thus
some approaches re-use other approaches in a specific man-
ner. First, we identified approach I, which is commonly
found in the most Grid infrastructures that allows for the
submission of simple scripts. But the availability of control
functionalities (e.g. loops) can be less often found mostly
because loops can be, in principle, also developed within
UNIX scripts itself in a slightly more complicated way.

The major difference between approach I and II, which
represents the use of scientific application plugins, is theab-
straction level. Approach II provides similar functionalities
tuned for a specific application to provide a more high-level
access mechanism to the Grid conveniently usable within
Grid clients or Web portals. Today, there are many sci-
entific application plugins used in infrastructures that are
mostly related to well-known software packages (e.g.AM -
BER, AutoDock, Gaussian, etc.). In comparison with ap-
proach I and II, complex workflows (i.e. approach III) raise
the demand forGUIs that support scientists with the defi-
nition of DAGs. We learned that many complex workflows
have not only computational steps but also often data man-
agement steps that go beyond typical job data staging. Al-
though often important for e-science applications in the in-
frastructures, many Grid middleware systems does not sup-
port workflows per default and thus imply the installation of
related workflow tools (e.g. Taverna,DAGMan, etc.).

Different from the approaches I, II and III is the interac-
tive access approach, which focuses on connections estab-
lished by Grid middleware. We learned that this approach
is mostly used withSSH connections to review output files
during job runs. In some cases, such a connection is used for
real-time visualization and, if a bi-directional connection is
provided, for computational steering as well. In a similar
manner like approach IV, approach V is also re-using nu-
merous other approaches, but its uniqueness is the use of
more than one infrastructure in parallel to solve a scientific
goal. But we also identified that interoperability of infras-
tructures is still a work in progress that in the most cases
is related to the adoption of OGSA conform open standards
that emerge slowly raising a demand for a more light-weight
interoperability reference model than full OGSA.
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